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Abstract. We consider models of indirect measurements with mixed effects and their applications in 
chemical and food technology. Predictions of response variables are obtained using the maximum 
likelihood method.  
 
 
 
 
The classical regression model of indirect measurements is usually studied in the form  
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where fi(x) )...,,2,1( mi = are known functions of the input variable x (predictor), y is an 

output variable (response) and the vector of unknown parameters T
maaa )...,,,( 21=θ  

is not random but fixed. On the other hand mixed-effects models are regression models 

with a random vector of unknown parameters. They are used to analyze grouped data, 

repeated measures data or data impacted some factor variables. In the model of direct 

measurements, using analysis of variance, we can examine an influence of the factor 

variables on the values (expected values) of the measured variable. In the case of the 

model of indirect measurements an influence of the factor variables on the dependence 

of the observed variable Y on the predictor x is studied. Therefore it is reasonable to 

consider the unknown parameters maaa ...,,, 21  as sums of fixed and random parts.  



 

The simplest mixed-effects model of indirect measurements could be  
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where yij is a value of the observed variable Y, the level of the factor is i )...,,2,1( ki =  

and the value of the predictor is xj )...,,2,1( nj = . The values maaa ...,,, 21  are fixed 

components of the unknown regression coefficients and imii aaa ...,,, 21  are the random 

effects in the coefficients associated with the ith level of the factor. It is assumed that the 

vectors T
imiii aaa )...,,,( 21=θ  are independent )...,,2,1( ki =  and identically 

distributed with k-dimensional normal distribution ),0( 2HNk σ and that the eij are 

errors of the measurements yij independent and identically distributed with ),0( 2σN  

distribution.  

 

The aim is to estimate both the fixed parts and the random parts of the unknown 

regression coefficients, to test statistical significance of the vector of random 

components of the unknown regression coefficients and to predict observed variable Y  

for different level of the factor (factors) or for different subjects. We will present 

solutions of these problems using the example from the field of food technology. 
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