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We often meet with the following problem in technical pracsice. A function f (x) which is rather 
complied is given on interval I and it is necessary to recompense it by a more simple function 
whose values can be simply enumerated and which is “near enough” to f (x)  on interval I. We can 
suppose for such a function for example polynomial  
 

                                             Pn (x) = ao + a1 x +  . . .  + an xn                                        (1) 
 
        ore trigonometrical polynomial  
 
          Tn (x) =  ao /2  + ( a1 cos x + b1 sin x )  +  . . .  +  ( an cos nx + bn sin nx ).         (2)  
 

We suppose that the function f (x) is defined on the interval [ a, b ] and  Gn (x) is either  
algebraical or trigonometrical polynomial. We suppose choice of  n + 1 different points in 
the interval  [ a, b ] : 
 
                                             xo ,  x1 ,  x2 ,  . . .  , xn .                                               (3) 
 
It is to find a function   Gn (x) satisfying the following properties:  f (xi ) = Gn (xi)  for  i = 
0, 1, 2,  . . .  , n . Function Gn (x) is called interpolating function and the points xi bundles 
of interpolation. We put x0 = a and xa = b. The process of replacement of the function  f (x) 
by function Gn(x)  outside of the interval  [ a, b ]  is called extrapolation. The most applied 
interpolating polynomials are: Lagrange, Newton, Gauss, Stierling, Bessel and other 
polynomials.  
When we know about a (discrete) set of values of a function f (x) which is in the investigated 
interval periodical or arose as an elementary function of the quotient of two polynomials 
then it is possible to suppose their extrapolations for arbitrary small number ε as very good 
in the sense of (4) . 
As we have introduced, one class of  functions which can be interpolated well is the class of 
periodical functions. This fact incites following question. Does there exist any possibility to 
verify by a mathematical method the existence of periodicity or at least of a hidden 
periodicity in the sequence of given values? We show one of the statistical methods which 
works with trigonometrical polynomials. Therefore we calculate aproximations of Fourier 
coefficients for the aproximation by polynomial (2). 
We suppose in our considerations that the studied functions are time functions independent 
on t, their values at the points nttt ,...,, 21  generate time series. It is well known that time 
series can be described by a system of sine and cosine waves with various amplitudes and 
frequencies in full generality in the form of trigonometrical polynomial.  
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different from the physical definition of frequency, where the quotient 
π
ω
2

 is supposed as 

the number of  cycles per time period.  
Some of Fourier‘s periods will be supposed as more significant and others no . Formally we 
suppose that the first  m ( where m < H) of these Fourier period  jτ  are significant. The other 
H – m are supposed as insignificant and we do not work with them hereafter. The equation 
(5) transforms into the form 
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where the estimation of  A0 is  ( )∑
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For the establishment of existence of significant periodical component in time period we are 
in need of determination of the variance of estimated values  ( )itf . The following formula 
can be proved:  
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The determination of this variance will be instrumental for the construction and the analysis 
of periodogram . An important role in determining significant hidden periods has so called 
index of determination  I 2 which is defined by the formula  
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For identification of periodicity besides visual methods, objective methods of the analysis of 
time periods are often used. Especially auto-correlation functions, coherent functions but 
also the analysis of periodogram.  
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